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Research Goal: The goal of this research is to create a conversational dataset 
that authentically captures the dynamic and evolving nature of human 
personalities, overcoming the limitations of static personas in existing 
datasets. We introduce the Journal Intensive Conversations (JIC) dataset, with 
400,000 Reddit-based dialogues reflecting Big Five traits through clustering and 
filtering, achieving an 11% improvement in personality-driven 
conversations.

Methodology: Our approach is twofold. 
● Data Acquisition and Filtration:

○ Mined journal entries from Reddit communities, clustered entries per 
author, and retained the most representative clusters.

○ Applied personality trait convergence filtering using Big Five trait 
classifiers to ensure alignment with author-specific personality profiles.

● Synthetic Dialogue Generation:
○ Used LLaMA 3 70B to generate personality-rich dialogues from filtered 

journals.
○ Fine-tuned models on these dialogues to improve alignment with 

personality traits and conversational coherence.
The synthetic data generation process is outlined in five distinct stages (left side). On the right side, we 
demonstrate how dialogues are generated from journal entries, highlighting the personality traits they reflect 
and align with. In Stage 3, where personality trait filtering is introduced, the initial values of the alpha and beta 
parameters were set to None to allow extensive data generation before further refinement.

Personality trait scores across various datasets for the LLaMA 3 8B Instruct model (left) and Mistral 7B 
Instruct v0.3 (right)
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Performance of LLaMA and Mistral models across various JIC dataset splits. The left panel displays the results for 
LLaMA, while the right panel shows the results for Mistral
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Results

● Training was conducted in two settings: standard 
fine-tuning and Retrieval-Augmented Fine-tuning (RAFt).

● Inference also had two settings: utterance-level and 
Retrieval-Augmented Generation (RAG).

Comparison of real 
and model-generated 
dialogues capturing 
personality traits. The 
Table demonstrates 
how our 
best-performing 
models (LLaMA and 
Mistral) align with the 
traits reflected in the 
original dialogue.

Captured Traits

Performance of LLaMA(left) and Mistral(right) models across various JIC dataset splits. Reported: 
BLEU, METEOR, ROUGE-L, Avg.

Evaluation Metrics
● Automated Metrics: BLEU, METEOR, ROUGE (1, 2, L), and BERTScore evaluated dialogue coherence and 

relevance.
● Personality-Based Metrics: LM Eval Harness assessed alignment with the Big Five traits (openness, 

conscientiousness, extraversion, agreeableness, neuroticism).

https://sayantan-world.github.io/jic-coling-web/

