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Research Goal
The goal of this research is to create a conversational dataset that 

authentically captures the dynamic and evolving nature of human 

personalities, overcoming the limitations of static personas in existing 

datasets like Persona-Chat, Synthetic Persona Chat, Blended Skill talk. 

We introduce the Journal Intensive Conversations (JIC) dataset, with 

400,000 Reddit-based dialogues (16 utterance each). Our framework 

leverages clustering and personality trait filtering to ensure dialogues 

authentically reflect the Big Five traits, resulting in a dataset that improves 

personality-driven dialogue generation by 11% on average.
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Motivation
Department of CSE

● Existing datasets with static personas 

often produce shallow, repetitive, and 

inconsistent dialogues, failing to engage 

users authentically.

● We want to capture the dynamic and 

evolving nature of the human 

personalities.
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Model Training and Inference Settings

Training was conducted in two settings: 

● Standard fine-tuning

● Retrieval-Augmented Fine-tuning (RAFt)

Inference also had two settings: 

● Utterance-level

● Retrieval-Augmented Generation (RAG)
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Comparison of dialogues
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Evaluation Metrics

● Automated Metrics: 

○ BLEU, METEOR, ROUGE (1, 2, L), and BERTScore - 

evaluated dialogue coherence and relevance

● Personality-Based Metrics: 

○ LM Eval Harness Benchmark by EleutherAI - assessed 

alignment with the Big Five traits (openness, 

conscientiousness, extraversion, agreeableness, 

neuroticism)
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Results

Evaluation of LLaMA and Mistral models trained on various Datasets, 
tested on JIC(2k subset). The highest average score across models is 
highlighted. The best score in the table is underlined. Only reported
the best score for each configuration.
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Results
Avg. Personality Trait score 

improvement over baselines.

● LLaMA 8B ins

○ Baseline - 76.54%

○ Our - 80.30%

● Mistral 7B ins

○ Baseline - 66.80%

○ Our - 78.16%

Scores for Big Five traits (O, C, E, A, N) are shown, with the top scores for 
each model highlighted and the best overall in the Table (per trait 

underlined. * denotes best model.
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Discussion
● Non-linear Scaling of Personality Trait Accuracy: Personality trait accuracy does not scale 

linearly with dataset size, primarily due to biases in the dataset, such as the over-representation 

of neuroticism in Reddit journals.

● Trait-Specific Model Behavior: Fine-tuning without strict filtering (α, β) resulted in a higher 

emphasis on neuroticism, disrupting trait balance, while filtering parameters (α = 1, β = 0) 

offered the most balanced results across traits.

● Impact on General Reasoning: Focusing on personality traits slightly reduced the model's 

general reasoning capabilities, indicating a potential trade-off that might be addressed through 

advanced techniques like rehearsal learning.
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Conclusion & Limitations
● Conclusion: The JIC dataset captures dynamic human personalities, addressing limitations of 

static personas in conversational AI. Fine-tuning LLMs on this dataset improved 

personality-driven dialogue generation by 11%, enabling more engaging interactions.

● Limitations

○ Bias from Reddit data, particularly the over-representation of neuroticism, affects 

personality trait balance.

○ Computationally intensive tuning of α and β parameters for personality filtering.

○ Synthetic data risks propagating biases from pre-trained models, limiting diversity.
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Thanks!

Scan the QR to read the paper

Read the paper here

https://sayantan-world.github.io/jic-coling-web/

