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Evaluation:
Research Goal: AAC use.rs Often face SIOW Communlcatl()ll rateS, typlCaHy ........................................................................................................................................... kaFme-mmngseqzseq We employed 7 two_fold evaluatlon Comblnlng
less than 10 words per minute, which leads to frustration and i1solation. Our g é Dislogues g automatic metrics (e.g., BLEU, METEOR
. . . . . Pre- - - : R , . . ’
study aims to bridge this gap by leveraging Conversational Al to generate g process <, U, s Fine-tuned ). | WO BERTScore, etc) to gauge text similarity and human
. . . . —> ueu .8y ., U..)> : Seq2Seq Model R . . . :
persoPallzed responses on behalf of AAC users, reﬂect.mg their unique ey, e .U, U5 (FT5(1) B evaluations based on relevance, sincerity,realism, etc
experiences and intent. By integrating personal narratives into Al-driven  Training Corpus rated by AAC users and judges.
conversation aids, we strive to make communication faster and more '
meaningfuL ensuring that the responses are deeply personalized and e : Conclusion:
contextually relevant tO eaCh user. Task:Retriever Augmented Generation Prompt Template SRTTTPRE . Our appI'OaCh demOnStI’atCS that integratlﬂg
: . “onstructin ; : : § Taskl‘(‘onyé)‘sa ional Style Enhancement
. RAAR I, g, | nstruction i B aranae ’ g personalized Al with AAC systems can significantly
Methodology: Our approach 1s twofold - Query (Last Parnerutt) i ametmieved comtext, il S TN i . o
. gY-. PP : | w2 | Dialogue HistorysQuery, <Final enhance communication, aligning generated responses
e First, we build a custom dataset from the personal narratives of AAC user. N B | Resomserms> Rl with individual user narratives. This personalized
This dataset 1s then used to fine-tune encoder-decoder models (Flan-T5) to ? é B ? : - : :
; : L A ; model sets a foundation for extending Al-driven aids
generate personalized responseS. ¢ pearusspamnstsss st : : t() meet diVCI’SC Communication needs
. g : Aiithored Conte T 5§ Prompt Template - CosMo g
e Sccond, we implement a RAG-based method to retrieve context from the ; e i @ T T Ppelineto
' : E (GPT 3.5-turbo) T 2 % PIHATIOR SRSEEREEEOR 1 generate §
AAC user's authored content, ensuring that the generated responses are g | . X Dialogue History, | more ; Limitations:
. . : PP, S : Lo : —— - - human-like : °
contextually relevant and reflect the user’s personal experiences. This dual e e e  repomses e The study’s focus on a single AAC user limits its
approach enables both personalized and accurate response generation, - RAG Supervsion o reduce hallucinations et B T s S generalizability.
addreSSIHg the CompleX Communlcatlon needs OfAAC users. S RN S O SR A g L L e A g S A S L S R N P T R S g L P N T R A g L i O A S P S R A I P E P P PR A L 0 ‘ Future Work Will eXplore dataset diversity and
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Overview of the Model Architectures. The block at the top shows the fine-tuned Flan-TS(FT5) model on the

conversation Dataset. We use the generated response in the next two tasks to perform RAG and conversation style across AAC users, enhancmg adap tablhty'

enhancement. Please note here, u means utterance.

EXAMPLES - Our model responses are personalized and addresses the needs

of the AAC User
EXAMPLE 1
Results W
Galogue History (Prompt): \ )
. . . . ? utomatic Evaluation Results on Testin ample
Partner: What other things did you do as a kid: Model BLEU-4 METEOR BERTScore Rougel Rouge2 RougeL  Avg. putomatic Fveluction fesdls on Testing Seme - Cench eriterion £
. c ' . BLEU-4 METEOR BERTScore . . € average o1 eacn Criterion irom
User: If we didn't go to the mall, I would stay home and play with my own toys. FT5-zero-shot (s) 10.98 10.12 42.83 1260 0267 1127 1507 : . - g grllte“"t“ S3c‘3"(')e i AL | Uor am a5 T Ser e @
o 50 50 ~o— BERTScore e evan .
Partner: That makes sense. What was that like for you? FT5-fine-tuned (s) 15.78 17.08 45.78 19.21 03.29 15.29 19.40 18 N - —— o Fotrsl] 340 :ll?el:)estt Ilnodel. \K;herets(;:)leans
. s Rougel : y ighest, 1 means lowes
User: I had my own space to play in, and I would play for hours and hours. FT5-zero-shot (b) 09.07 10.27 43.43 13.08  03.28 1206 15.19 remneemnsess HEEBEEE -ess—— Concise 340  responses)
p W, 1 h laved? FT5-fine-tuned (b) 17.59 18.37 47.66 20.69 04.37 16,79 2091 o T S o e R S, Representative 300
artner: Were you alone when you played: e
, Y , , 'y play . FT5-zero-shot (1) 08.09 11.06 44.11 15.13 04.25 14.28 16.15 Realistic 3.56
User: Sometimes, but 1f I didn't want to play alone I would go downstairs and FT5-fine-tuned (1) 18.93 18.83 48.49 2176  04.60 1755  21.69 2 / 8 .
watch my dad play with his trains. FT5(1)+cosmo-x] 18.07 19.38 48.65 2015 0491 17.15  21.45 1 /\ | 6 g Prompt Golden s WD RAG
Q ot P < his trains? / cosmo-xl(zero-shot) 17.56 19.02 4791 19.74 04.87 1721  21.05 & 4 s COSMO
ariner: riay wi 1S 1Irains: RAG(Llama2-13B) 15.91 17.79 47 .84 19.09 05.76 16.54 20.48 U P P P s e P, P P S e Ry, Ry, Sy, Py, S B
RAG(FT5()+GPT3.5t) 22.61 23.08 52.36 24.37 07.99 21.20 25.26 "y o0 e g, 05, "y 5o e 05, g "y s e 0, S0y, Partner: I suppose with User: User: I User: User:
a N\ PET, you never quite Turning try to get She does She
Golden Response: Yes. He has about 200 miniature trains. He would Only play Automatic Evaluation Results on the Testing Sample (400 Prompt-Response Pairs). FTS is the Flan-T5 Automatic Evaluation Results on Testing Samples compared across 1{2?110;10;;1? eeR e inri,l:;ad’ zftf:ntion I;I::)tl?er gllxirftsieme
. model, and s, b, and 1 denote small, base, and large configurations, respectively. different Models. ' PET’s but she ’ distance Kiss on
Wlth them on Weekends' User: As I’m in the gaze, quickly at times, the nose,
K / . . . Average of Each Criterion from the Respective Judges shower, I peek out and and to turns but she’s then
Model Specific  Sincere = Understandable Relevant Fluency  Quantity . o o see PET curledup with  my — slways waitatar
Baseline Response(Ft. FlanTS): I would watch him play and then we'd go FT5 (1) J1 1130 0.900 0.730 0970 0800 1.070 — the floor mat. She surpris, happyto  me.
: FT5 (1) J2 1.110 0.930 0.770 1.000 0.830 1.030 : s notices me and jumps  she see me
upstairs to our room. FT5 (I) Avg. 1.120 0915 0.750 0.985 0.815 1.050 el g;‘t;ﬁ;‘f)zc";tghgack Ef;tlfl:s when |
1 0.9 0.8 Quantity ’
FT5(1)+COSMO J1 0930  0.930 0.870 1.000 1.030 0.970 and forth. onthe Rome:
T : : : g FT5(1)+COSMO J2 0.930 0.930 0.870 1.000 1.030 0.970 B T L S T T SN . ronto ©
Our Best Model Response (RAG): I'd watch him play with his 200 miniature FT5(1)+COSMO Avg. 0930  0.930 0.870 1.000 1030 0970 Patner I PET s st
trains and then we'd go upstairs and play pretend games Reevant Fluency Quantiy she keep her distance? to me on
- COSMO(zero-shot) J1 0.930 0.830 0.870 0.830 1.100 1.000 ,
COSMO(zero-shot) J2 1.030 0.870 0.870 0.830 1.100 0.870 ) G(;Vlf ﬁei’;-‘t‘:ff o ﬂ;";me
COSMO(zero-shot) Avg. 0.98 0.850 0.870 0.830 1.100 0.935 | 1 ’ ' pront
Note: We can observe that our best model can capture most of the information [ 1 ot
' . RAG(FT5(1)+GPT3.5¢) J1 1.300 1.230 0.970 1.300 1.400 1.000 N o
accurately and satlsfy the AAC User. RAG(FT5(1)+GPT3.5t) ]2 1.300 0.900 0.900 1.300 1.370 1.000 B N S A S R N pone.
RAG(FT5(1)+GPT3.5t) Avg.  1.300 1.050 0.935 1.300 1.385 1.000 v, e, Conversation example (Any recognizable en-
. .. tities have been anonymized using uppercase characters
The average of each criterion from the respective judges (30 responses) f 65 .
Average of each criterion from the Respective Judges compared or the specific entity)

across four different models.
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